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Abstract—The use of robots to assist people presents a wide
range of potential benefits. Specifically, therapeutic robots can
provide assistance in companionship, education, and health-care
domains. However, there are also costs and a potential for harm
associated with this prospect. A significant risk of therapeutic
robots is that the use of a robot could reduce the amount of
human contact a user might receive. This is particularly troubling
for populations at risk for social isolation, such as the elderly in
nursing homes and children with developmental disorders, two of
the most widely-studied populations for robot-assisted therapies.
We examine the use of robots to augment rather than replace
humans in therapeutic settings.

I. INTRODUCTION

Robots are being considered for therapeutic applications in
several domains where they can interacts with users through
non-contact assistive social interaction. This area of research,
called socially assistive robotics (SAR) [2], presents oppor-
tunities for improving the standard of care in elder-care,
post-stroke rehabilitation, and social interaction for children
with autism spectrum disorders (ASD), among other domains
of application. As SAR systems are being developed for
therapeutic applications, we must consider both how the robot
performs and how such uses will impact care. In the ideal case,
users will receive a greater therapeutic benefit when a robot is
involved and will also enjoy the interaction. In fact, a sign of
success of such applications is the user’s willingness to interact
with the robot as much as possible, but such attachment could
result in the user experiencing less social interaction with
people.

II. RELATED WORK

SAR is a very new field and thus few socially assistive
robots are currently deployed in non-experimental therapeutic
settings. This section overviews existing SAR systems de-
signed for therapeutic purposes and typically evaluated for
technology development and feasibility only. It is difficult,
therefore, to evaluate such systems for therapeutic potential,
yet the proposed systems do give a guide as to where current
research is aimed. We emphasize the ASD and elder-care
domains, as there is a high potential for social isolation, the
focus topic of the paper, in those domains and with their user
populations.

In ASD, play is the most common scenario for therapeutic
child-robot interaction considered to date. Salter et al. [12]
used a Roball, an actuated ball robot to examine proprioceptive
interaction between human and robot. The robot could self-
propel to move toward/away from a child as well as react to the
child pushing, spinning or otherwise moving it. Robots have
been used for rhythmic play such as dance using the Keepon
robot [7] or mediated social interaction through drumming
with the Kaspar robot [11]. Robots have also been used in
much more clinical settings, to provoke joint attention using
the DOMER [17] or mediated social interaction using Kaspar
[10] and CosmoBot [8].

In elder-care settings, socially assistive robots have been
used as companions and exercise coaches. A consumer robot,
Paro [18], has been deployed in nursing homes to provide
companionship. Paro is a stuffed animal robot in the shape
of a baby seal, commonly deployed in the common areas of
nursing homes to provide pet-like interaction for communities
that do not allow pets. Similar work has employed pet robots
such as NeCoRo [9], a cat-like robot, and Aibo [6], a dog-like
robot for similar companionship tasks. Fasola and Matarić [1]
present a system for providing exercise coaching for elders
in nursing home settings through an imitation game. Both of
these robots are used to address both the isolation and the
inactivity that is typical of elders in nursing homes. Robots
are also used in intelligent homes for the elderly [5].

Robot performance in a therapeutic context should ulti-
mately be evaluated in terms of the longer-term effect on the
target health outcomes, but at this stage of the field, immedi-
ately observable behavior effects are usually used as a metric.
For example, if the robot is designed to support compliance
with an exercise regimen, then compliance and performance
during the exercise session is an obvious performance metric,
along with safety. For a detailed examination of performance
metrics by task domain, consult Tsui et al. [15].

As assistive technologies begin to flourish, so do their eth-
ical appraisals. Among those are vocal critiques that typically
garner more attention than supportive views. In particular,
Turkle [16] presents technology as an isolating factor, and
states that assistive robotics in particular can pose isolation
problems with populations such as the elderly. The key aspect



of this argument is that time spent interacting with robots will
leave less opportunity for interacting with people, and that
using robots for artificial social interaction is disingenuous
and emotionally harmful to the user. Sharkey and Sharkey [13]
present a similar argument for robots used with children. Both
opinions applied to the current work with SAR can be seen
as hyperbolic since most of this work is still in design and
development stages and is specifically aimed at complement-
ing rather than replacing human care, in order to address the
lack of available, trained, and affordable human caregivers.
Nonetheless, they bring up concerns worth considering and
keeping in mind during SAR system design and use.

III. DESCRIPTION OF ROBOT-AUGMENTED THERAPY

In this section we examine robot-augmented therapy sys-
tems designed specifically with the goal of enhancing human
care, and discuss how they would be used and evaluated.

A. Social Role of the Robot

While not directly replacing a human therapist, the role of
the SAR system can take many forms, as follows:

• Therapist/coach: The robot acts as an expert or adviser,
directly giving instruction and/or feedback. It is endowed
with some authority over the therapeutic task. An exam-
ple of this would be a post-stroke rehabilitation robot that
encourages and coaches in-home rehabilitation exercises
[14] or an exercise robot that motivates the user to stay
physically active [1].

• Mediator: The robot facilitates communication or other
types of interaction between the user and another individ-
ual (a therapist/coach, peer, etc.). This role is intended for
contexts wherein the user would feel more comfortable
interacting with a robot than with a person. The robot has
some limited authority in this role. Autism intervention
and therapy is the most obvious use for such robots [7],
though other types of socialization may also be relevant,
such as adapting to a new/foreign culture.

• Partner/companion: The robot here serves to mitigate
isolation, loneliness, and depression. It has no authority
as it acts neither as an expert or as an intermediary. In
fact, the robot is not explicitly carrying out a therapeutic
task, but its presence and interaction is itself intended
as therapeutic. The robot’s role is meant to be soothing
and comforting, and in some contexts also encouraging
of interaction with others (e.g., family and friends) [18].
Companion robots for the elderly are the most obvious
example, but other domains are also relevant, such as
anxiety, stress, and depression treatment. Objects are used
in therapies such as the DIR/Floortime approach [19].
Examples, such as a jack-in-the-box, a bubble-blower,
or a doll are used by a therapist to guide a therapeutic
interaction. A robot companion can act in place of such
an object, behaving in a social manner or otherwise used
to provoke specific scenarios related to therapeutic goals
[3].

Fig. 1. The humanoid robot used in the experiment (shown with an
experimenter).

In practice, a robot may take on more than one of the above
roles, concurrently or sequentially, as relevant for the given
therapy context. There are also other social roles SAR systems
may take, and most have not been explored yet.

It is important to note the role of people in each of the robot
roles listed above. For the mediator or partner/companion
roles, another individual is required for the therapeutic sce-
nario to be established. In the case of a therapist/coach role, a
co-present human therapist is not needed, but one is required
in the planning and proscribing of the therapeutic regimen and
in the evaluation of a user’s progress. The requirement that a
person be involved in the therapeutic scenario should allay
concerns about social isolation.

IV. METHODOLOGY EXAMPLE FROM ASD STUDIES

Children with ASD are prone to social isolation due to
deficiencies in social skills. While it may seem counter-
intuitive to use robots to socially interact with such children,
anecdotal evidence shows that children with ASD interact
socially with robots. Therefore, using a social robot with
children with ASD could lead to increased social behavior,
a benefit for therapeutic goals. However, children with ASD
are also prone to fixated interests on objects, so such robots
could also lead to human-robot interaction to the detriment of
human-human interaction. Such behavior can, and should, be
monitored, even outside of a clinical setting.

We are currently running a series of feasibility studies which
examine autonomous robot behavior, and how a child reacts
to such behavior. In these studies, we have a child interacting
with a robot in a clinic setting. While we feel that teleoperated
or puppeteered robots can have a beneficial role as part of
larger therapeutic interventions for children with ASD, there
are several possible confounds which arise with the use of



puppeteered robots. For example, if a positive therapeutic
effect was observed with the use of a puppeteered robot,
was this effect due to the robot or instead to a proficient
puppeteer? Can these puppeteering skills be taught? And, does
this potentially reduce the total human social contact which
the child might experience, since the robot would be standing
between the therapist and child? Using an autonomous robot
which would not require a person in full control could avoid
some of these confounds.

Our experimental methodology for these studies focused on
three goals:

1) To monitor both human-robot and human-human inter-
action which occurs during and experiment session. To
this end, we always have a family member (usually
a parent) present during the session, along with the
participating child and the robot. We do this so that we
can monitor any changes, both positive and negative,
to human-human interactive behavior. The presence of
the parent in these interaction provides us with an
opportunity to observe how the robot can provoke and
encourage, or might in fact discourage, both human-
human and human-robot interaction.

2) To observe comparative reactions to different robot
behavior, morphology, and function. For example, does
a robot’s contingency affect a child’s response to the
robot? If not, would a robot behaving randomly with
no regard to appropriate social behavior provide a sim-
ilar benefit? Does a humanoid robot evoke a different
response to a less socially capable, and possibly less
intimidating robot? Finally, what does a robot need to
do in order to engage the child?

3) To collect and annotate social behavior of children with
ASD as they socially interact with a robot. Ongoing
work uses these collected data to model observed social
behavior and to determine what appropriate responses
would be.

To serve these goals, we equipped our experimental space
with several eye-level cameras and microphones for audio and
video recording. We also used an overhead camera (along with
markers work by child, parent, and robot) to track the positions
of the child, robot, and parent along with the orientation of
the robot. These data were used for the autonomous social
behavior used in the experiment as well as for the data
collection for our ongoing modeling work. The robot was
able to use these overhead data to navigate autonomously
in addition to understanding rudimentary interaction behavior
of the child (approaching the robot, moving away, staying
still, or moving behind the robot). The robot could then
respond to such cues with actions such as waving, nodding or
shaking its head, moving toward or away from the child, and
non-verbal vocalizations (”uh-huh”, ”awwww”, ”woo-hoo”,
among others). We instructed the parent participating in the
experiment session to stand aside (giving them a chair in the
corner of the room) unless their child involves them in the
interaction (either by inviting the parent over, or engaging the

Fig. 2. The humanoid robot used in the experiment (shown with an
experimenter).

parent socially in some other way).
Following the experiments, the recorded data are analyzed

by human coders, in order to create a ground truth of what
social behavior occurred during the session. This serves the
goal of studying the quantity and quality of resulting human-
human and human-robot interaction. Additionally, this coding
ser

Our first study [3] compared a bubble-blowing robot which
blew bubbles contingent to the child’s actions to one that
blew bubbles randomly. We observed an increased amount
interaction behavior on the part of the child toward the robot in
the contingent condition than the random condition, matching
our hypothesis. We also discovered that not only did the child
interact with the parent when the robot was present, the child
interacted with the parent more in the contingent condition.
This demonstrates that the robot did not negatively impact
interaction with a parent. A follow-up study [4] compared a
humanoid robot with a non-robotic toy with similar functional-
ity. Again, we observed an increased amount of social behavior
with the robot condition than with the toy condition, matching
our hypothesis, and an increase in the interaction between the
child and parent was higher in the robot condition than the
toy condition, demonstrating that interaction with a robot does
not have to negatively impact social interaction with a parent.
Both of these studies used a randomly assigned condition order
along with an orientation period to counteract any effects due
to novelty.

Both of these studies used a very small sample size (n = 5,
n = 8), and cannot be considered conclusive results. However,
they do suggest that we can observe changes in human-
human interaction behavior between experimental conditions.
Such changes can indicate whether or not the presence of a
robot would have a net positive or negative effect on social



interaction.

V. SUMMARY AND ONGOING WORK

We described how the use of robots to augment humans
in therapeutic settings rather than replace them may allay
concerns of social isolation. This could benefit populations
prone to social isolation, such as elders in nursing homes
and children with ASD. Such an augmentation can lead to
challenges of its own, such as how to assess the value of a
robot added to a therapeutic regimen. Most of the roles used
for therapeutic applications of SAR require a person to be in
the scenario available to interact with a user. As such, we feel
that this is an attractive model for addressing the needs of
populations vulnerable to social isolation.

Ongoing work is focusing on enabling the recognition and
exhibition of more complex human-robot interactive behavior
using spatial features. We are using a spatio-temporal model of
social behavior over distance-based features such as: distances
between child and robot; child and parent; and child and wall
can recognize positive vs. negative reactions to the robot. We
are also examining how similar distance-based features can
be used for autonomous robot behavior which conforms to
such spatial models of social interaction between human and
robot. Finally, we are exploring how spatial and temporal
models of social interaction can be used to model social
behavior for a turn-taking imitation game in order to provide
intelligent feedback. The focus of this ongoing work is to
enable autonomous behavior so that the robot can act as
an effective augmentation for a human therapist in clinical
settings with children with ASD.
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