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Images generated by the system can be seen in

Fig. 1. The system can generate and apply

necessary post processing in approximately 1.3

seconds. This allows a large training set to be

constructed in a few days.

Conclusion
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Method

Figure 1: Depth images and the labeled 
body segments. Depth is on the left and 
has been adjusted for display purposes

The final goal of this project is to create a robust system 

for finding the pose, i.e. locations of arms and legs, of a 

human within a depth image. The system will take depth 

images as input and use a trained Convolutional Neural 

Net (CNN) to find the locations of the body segments. It 

will also make no assumptions about the orientation of the 

camera relative to the human, so the system will still 

function when used on cameras in any arbitrary position. 

In order to train the CNN, large amounts of training data 

must be created. This data must have depth images with 

each pixel labeled as one of the body parts. Creating this 

data manually is a time consuming task. This preliminary 

work involves creating a system to generate synthetic 

data suitable for training.

Synthetic data is an effective means of training a system 

to recognize body parts [1]. By creating a system to 

quickly generate training data, immense amounts of time 

can be saved when compared to manually labeling 

training data. This allows us to create a large data set to 

train a CNN on. Currently, the freely available image 

generation application “Blender” is being used. Blender is 

free to use for any purpose, so the system can be used 

by collaborators.

The images being generated are of a person in a random 

pose and a random amount of occlusion. The pose of the 

person can be any valid position that a real person could 

take. The occlusion can vary from covering nothing of the 

person to covering up most of the person. This provides a 

wide range of training data for the CNN to train on.

Future Work

The data will be used to train a CNN to label each pixel 

in a depth image as a certain body part. Once this is 

done, the labeled images will be used to estimate the 

pose of the person. Most applications that rely on pose 

estimation use a skeletal model of the person, since it 

is more efficient. Thus the image must be reduced to 

only a few key points. This is the future work that will 

be done on the project. 


